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Die zunehmende Komplexität automobiler Netzwerke und deren hohe Bandbreitenanforderun-
gen erfordert neue Konzepte in der Vernetzung. TTEthernet ist ein geeigneter Kandidat diese
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hat sich die Restbussimulation als adäquates Mittel etabliert und wird im Projekt für das
TTEthernet-Protokoll erarbeitet. Diese Arbeit gibt einen Ausblick auf meine Masterarbeit und
stellt die dazugehörigen Arbeitspakete und die verbliebenen Risiken vor.
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Abstract
The increasing complexity of automotive networks and their high bandwidth requirements will
demand new concepts in networking. TTEthernet is a suitable candidate to solve this problem.
In order to allow testing of control units in an early point in the development process, cluster
simulation has been established as an adequate manner and therefore it is developed for the
TTEthernet protocol in this project. This paper gives an outlook of my upcoming Master’s thesis
and presents the work packages and the remaining risks.
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1 Introduction

Today’s cars are complex, mixed critical [1] distributed systems with more than 70 single com-
ponents called electronic control units (ECUs) [2]. These units are responsible for either infor-
mation and entertainment systems e.g. radio navigation or safety relevant functions such as
x-by-wire or adaptive cruise control systems and therefore the requirements for these systems
differ in bandwidth, reliable data transmission and real-time behavior. Safety critical functions
have high demands in real-time characteristics, whereas entertainment systems require high
bandwidth capabilities. The different requirements resulted in an inhomogeneous infrastructure
where for every kind of application class a single system for on-board networks has been uti-
lized. Therefore, the required on-board network topology is getting more and more complex and
is nowadays nearly impossible to handle [3]. Also next-generation driver assistance functions
like camera or radar based driver assistance functions won’t lead into a solution of this problem.
On the contrary: These applications have both high real-time requirements and high demands
in bandwidth. State-of-the-art network systems like CAN [4] and FlexRay [5] operate already
on their bandwidth limits or do not meet the real-time requirements (Most). Thus, they cannot
be applied in the field of these systems. A possible solution for the addressed problems is the
application of Ethernet-based networks in vehicles [6, 7, 8]. TTEthernet [9] is a suitable can-
didate for future on-board networks to overcome the issues imposed by next-generation driver
assistance. It provides a reliable data transmission with real-time characteristics and also high
bandwidth. The complexity of networks can also be reduced, due to the ability of dedicated
message transmission in different classes, which would result in one network system only.

The main key driver for new innovations in the automotive industry is the use of software con-
trolled applications. The utilization has increased in a few years from 20 percent to 80 percent
and forecasts claim that 90 percent of the automotive functions will be software in this decade
[10]. This fact has a direct influence on the costs during the development process of a new
automobile. To minimize these costs, the software has to be tested in an early phase. The
functionality spread over several units makes this goal even more difficult, since the develop-
ment of new cars is also more and more distributed [11]. The Original-Equipment-Manufacturer
(OEM) designs the car and its features in specifications while external suppliers produce only
parts. Therefore, the suppliers have to test their developed ECUs entirely on their own, prior
to the first assembly of all components. Missing nodes that are responsible for a foreign but
essential part of the function can make this testing impossible. For this purpose, a tool called
cluster simulation has to be applied by the suppliers. A cluster simulator imitates the missing
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nodes and their behavior inside the network and therefore enables a solution for testing pur-
poses. It has already proven to be utilized inside the development processes for state-of-the-art
technologies, since many tools have been developed [12]. The tool CANoe [13] by Vector Infor-
matik was successfully used for the development of an electric car, which shows that this kind
of testing is also ready for future cars and applications.

Since TTEthernet is a new technology and research on application in in-car networks has just
started, for the best of our knowledge there are no cluster simulators basing on this protocol
implemented yet. Therefore, this topic is interesting and challenging as well. Principles that
are already in use in state-of-the-art-simulators can be applied and have to be extended to
meet the requirements for TTEthernet. Furthermore, to achieve a close to the standard con-
figuration function, a common description language for in-car networks have to be adapted for
TTEthernet.

This paper gives an outlook of my Master’s thesis. It determines the focus of my upcoming
thesis and also presents the main work packages and discusses some of the given problem
statements.

This paper is outlined as followed: The next section 2 on the following page will state out and
determine the goals and focus of my Master’s thesis. The problem statements and the working
packages are presented in section 3 on page 6. In section 4 on page 10 remaining risks are to
be discussed and finally, section 5 on page 11 concludes and gives an outlook.



2 Thesis Goal and Fundamentals of
Cluster Simulation

First of all, the goal of the presented Master’s thesis have to be stated out. Therefore, this part
describes in a short manner the main components, which are discussed in detail in the next
chapter 3 on page 6. Thereafter, fundamentals and examples in application are declared.

2.1 Goal of the Thesis

The objective is to enable a cluster simulation for the real-time Ethernet protocol TTEthernet.
The simulator will be implemented on a standard hard- and software platform. At the moment
it is planned to use a Linux-based x86 machine to run the simulation. To achieve the required
real-time characteristics, the RT-Kernel Patch by Ingo Molnar [14, 15, 16] will be used. In com-
parison with the standard Linux Kernel, it provides an advanced interrupt handling and enables
priority driven scheduling even in Kernelspace. This allows tasks running in Userspace to pre-
empt Kernelspace processes, which is in general not the case in standard Linux. Furthermore,
when hardware interrupts any running process, the assigned interrupt service routine (ISR)
handling is outsourced in a Kernel task. This task has a predefined priority and therefore is pre-
emptible for other processes. As a consequence, the ISR just preempts all running processes
to start a Kernel task, which is much faster than handling all hardware driver routines.

The advantage of using a standard hard- and software platform is the ability to utilize libraries
and components, which are widely deployed. This reduces the costs and risks on development
significantly.

It should also be possible to use standard configuration files, that are already in use to describe
an in-car network topology. The Field Bus Data Exchange Format (Fibex) [17], that is specified
by the Association of Standardisation of Automation and Measuring Systems (ASAM e.V. [18]),
is the common description language for current state-of-the-art in-car networks. Therefore, the
specification has to be extended for the TTEthernet protocol.

Since a cluster simulation of a complete network is very resource intensive, can influence real-
time behavior [19] and maybe not needed for testing purposes of one ECU, a strategy for
complexity reduction on relevant functions only has to be applied on the configuration.
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2.2 Fundamentals of Cluster Simulation

This section gives a retrospective view on previous work [20, 12] and presents the essentials of
a cluster simulation and gives some examples of testing approaches. Additionally in the begin-
ning, it determines the technology from the close related hardware-in-the-loop simulation.

2.2.1 Determination of HiL- and Cluster Simulation

Cluster simulation is not the only opportunity to test ECUs during the developments process.
Another approach is hardware-in-the-loop (HiL) simulation [21]. Since these types of testing
tools are very close related, a clear determination is hard to achieve. In advanced development
stage the lines between those two type are often blurry, because some features are used both
in cluster and HiL simulation. In general, they are existing side bye side and therefore, this
section explains the approaches.

Cluster Simulation A cluster simulator is connected to the device-under-test (DUT) via the
communication interface and triggers the DUT only with regular data frames. The simu-
lator is only responsible for generating the missing frames. As a consequence it is only
possible to verify the reaction of the ECU on the logical level. A comparison of the desired
and actual value has be achieved by analyzing the received data.

Hardware-in-the-Loop Simulation Shall the reaction of the ECU on the environment also
be monitored, the testing tool has to be connected to the sensors and actuators of the
ECU, too. The DUT is connected to the HiL simulator via the communication interface
and an environment interface. Events of the environment are either simulated too, or
represented by real circumstances. This enables also a verification of the actual technical
behavior.

Since the network will evolve towards fault tolerance, a modified topology presented in [22, 23]
has to be applied. Nodes, called peripheral interface nodes, which are wired to sensors and
actuators and only perform read and write operation on the network, and functional nodes,
which perform the functional task are introduced. Thus, a cluster simulations will be even more
necessary and will be the goal of my Master’s thesis.

2.2.2 Differences Between Bus and TTEthernet Based Cluster
Simulation

As already stated out, cluster simulation has proven to be an adequate testing tool for bus
based ECU development. TTEthernet bases on a switched network architecture so that the
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media access and thus the visibility of messages differs. Bus based systems are shared media
with one shared collision domain, where every peer will receive each transmitted message. The
receiving peer decides based on the message-id whether the data is for him to be processed
or to be discarded. Through the shared collision domain, bus systems also allows only a
sequential data transmission with only one frame allocating the whole network system.

In switched network topologies every single peer has its own congestion domain. The visibility
of messages is bounded to this domain and thus the receiver only detects the messages that
are explicitly routed to him. This allows a simultaneous data transmission, since one frame
cannot allocate the whole network system.

This behavior has to be in mind when test cases are generated by recorded network traffic.
To record traffic in switched networks it is not sufficient anymore to attach a recorder to the
network and listen on the medium, like in bus systems. The traffic has to be collected in every
collision domain and must be merged afterwards to get the correct causality of the traffic.

Another difference between time triggered bus and TTEther-Networks is the synchronization of
the local clocks, which is also a result of the shared media access. Whereas automotive bus
systems use a dedicated synchronization frame to synchronize the clocks, TTEthernet uses
a network transparent synchronization approach. Standard Ethernet frames with customized
payload are transmitted.

2.2.3 Scenarios for Utilization

The testing method when using cluster simulation comply to the black-box testing [24], where
only the in- and output parameters matter. The tester doesn’t need to know how the function
on the ECU is implemented and thus, the test cases are based on specifications. Typical test
design techniques are for example equivalence partitioning, boundary value analysis and state
transition tables.

For ECU testing, it has to be distinguished between open-loop and closed-loop simulation.
To test the static ECU behavior, like correct implementation of network protocol dependent
features, tests basing on open-loop are sufficient. The generation of test data can be performed
offline and are either issued from static attributes of the network description file or recorded
real traffic. With these information, tests on general correct functionality can be performed with
open-loop simulation, by applying equivalence partitioning and boundary value analysis.

On the other hand, the analysis of dynamic ECU behavior can be only achieved with a closed-
loop simulation, that is also known as reactive testing. Hereby the test data is generated online
and depends on the behavior model of the simulated nodes. Control loop algorithms can only
be tested with reactive testing, since the reaction of the ECU depends on the current state, for
instance.



3 Work Packages

This chapter presents the work packages in a more detailed way and will give background
information about the Fibex file format and explains the current description format for TTEther-
Networks. It will be cleared out, how a suitable TTEthernet extension for Fibex can be applied.
The strategy for complexity reduction for relevant functions only will be stated out afterwards.
Finally, an architecture overview will be given.

3.1 Description Formats for In-Vehicle Components

In-vehicle networks and their functions are specified and designed via tool utilization by the
OEM producer. Since the development is distributed, these information must be available
through all participants in the development process to implement the components and con-
figure the used tools. They are used to describe the network topology and the actual behavior
of the ECUs. Additionally, they must be readable with machines to enable an easy to use tool
configuration, and thus, cost reduction can be achieved, because configuration work doesn’t
have to be done twice.

The representation of these information is either binary- or text-based. In general, binary con-
figuration files are proprietary solutions, that permit changes with standard editors and there-
fore make a deployment as a standard difficult. Text-based files can be read and modified
with standard text editors, but context is hard to parse with machines without standardized for-
matting. The Extensible Markup Language (XML) is such a file format, that uses a dedicated
formatting for information and is defined by the W3C [25] as an open standard. This enables
both machine- and human-readable files [26, 27]. Therefore, XML is also a suitable solution for
configuration files inside the automotive industry.

3.1.1 The Field Bus Data Exchange Format

The Field Bus Data Exchange Format (Fibex), formally known as ASAM MCD-2 NET, is an
XML-based file format for data exchange between tools and applications that deal with auto-
motive bus communication systems [17]. It was defined as an open standard by the Association
for Standardization of Automation and Measuring Systems (ASAM) to replace the proprietary
DBC format [28], which has been used by Vector Informatik to describe distributed applications
on CAN networks.
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The object oriented data model provides dedicated data types for all attributes of in-car commu-
nication systems (see figure 3.1). There are entities that describe the system topology, such
as cluster, channel or ECU objects. Frames, their timing, or the in-/output-port are entities,
which characterize the communication level. Also functions and the transmitted signals are
represented. The entities shown in figure 3.1 are general attributes, defined by Fibex. Due to
the object oriented design, MOST, LIN, CAN and FlexRay are supported via extensions, that
specify the presented standard entities with their characteristic system attributes. The recently
published Fibex v. 4.0.0 supports standard Ethernet, which also shows that new technologies
can be added, and thus makes it appropriate for future systems.

 

 

3 ENTITIES AND RELATIONSHIPS 

3.1 DIAGRAM: 

Figure 3-1 shows an overview of the entities defined in FIBEX and the relationships 
between them: 
 

cd Ov erv iew

Signal

Communication

Function

Topology

ECU

FRAME

FUNCTION

CHANNELCLUSTER

FRAME-

TRIGGERING

- IDENTIFIER:  int

FUNC-PORT

TIMING
I-TIMING

TIMING
L-TIMING

PDU-INSTANCE

PDU

PDU-

TRIGGERING

SIGNAL

INPUT-PORT OUTPUT-PORT

SIGNAL-INSTANCE

- BIT-POSITION:  int
- PDU-UPDATE-BIT-POSITION:  int

- BIT-POSITION:  int
- SIGNAL-UPDATE-BIT-POSITION:  int

STANDARD-PDU

CONNECTOR

GENERIC-PDU-
INSTANCE

INPUT-PORT OUTPUT-PORT

ECU-PORT

*

1

*

1

*

1

*

1

*1

* 1

0..1

1

*

1

0..1 1

*

*

*
1

* 1

*

1

*1 *1 * 1

*

1

*

1

*

1

*

1

 
Figure 3-1: UML representation of a frame-oriented bus communication system 

 

ASAM MCD-2 NET  13 

Figure 3.1: Overview of the entities defined in Fibex and the relationships between them

3.1.2 TTEthernet Network Description

The configuration of TTEthernet networks is also driven by tool utilization. Therefore, the elab-
orated network design has to be published to the used tool chain and is achieved by using XML
based files, too. It describes topology dependent attributes like the static message routing and
virtual links, which represent the logic connection between two nodes. Hence, in TTEther-
networks the routing of critical traffic is configured static to be predictable and achieve real-time
behavior. Furthermore, device specific operation attributes like the scheduling of messages
and the role in the synchronization process are depicted as well [9, 29].

3.1.3 Extending Fibex for TTEthernet

As declared in section 2 on page 3 the goal is to achieve a configuration of a TTEthernet
cluster simulation with standard formats, especially the Fibex format. The differences between
Fibex and TTEthernet network description are, semantic descriptions of messages and the
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actual function of the ECU are not included in the TTEthernet network description. Both are
necessary to achieve a complete configuration of a cluster simulator.

This means the Fibex format has to be extended for the TTEthernet protocol. This can be
achieved by using the standard Ethernet specification, introduced in version 4.0.0. The princi-
ples and data objects for time-triggered transmission of frames can be inherited by the FlexRay
extension for Fibex, because of its time-triggered behavior. These have to adopted to meet the
requirements of TTEthernet. Furthermore, the role during the synchronization process must
be recognisable, too.

Additionally, a transformation function between the Fibex format and the network description
would be useful as well. A TTEthernet Network designer tool is currently under development
by TTTech, which will export the configuration only as network description format.

3.2 Strategy for Complexity Reduction

A possible solution for the complexity reduction is to work on the topology, virtual links and
scheduling entities. The node for which the configuration is built is marked, and all virtual links
plus the attached nodes, connected with this node are selected then. Participants, that have
no relation to the to be tested node can be removed from the configuration, since they don’t
have any effects on the cluster simulation. The scheduling of messages have to be adopted
afterwards, because the topology during the simulation changes. The relative distance between
nodes has a direct connection to the scheduling of messages, since the propagation delay
increases with the distance. The adoption can be applied by using the receive point in time of
a message at the DUT. This is then the scheduled start of transmission at the cluster simulator
without the physical transmission delay of the Ethernet technology.

3.3 Architecture Overview

The last section will depict the current design architecture of the cluster simulator, presented
in figure 3.2 on the following page. The set-up is based on the standard for cluster simulation,
presented in [13, 30] with a configurator/analyzer, the actual simulator and the device-under-
test. The configurator is a standard workstation based component, which builds the executable
for the simulator and gets the information via the preliminary discussed Fibex or TTEthernet
network description. If only the network description is available, the transformation function has
to be used to create a Fibex file. To model the behavior of simulated nodes, a possible solution
is to use Matlab generated code. The simulator executes the simulation and logs the results.
Afterwards, they are transferred to the configurator again and can be analyzed by the tester.
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Figure 3.2: Overview of the Cluster Simulator Architecture



4 Assessment of Risks

This chapter presents the remaining risks which can arise during the development and imple-
mentation of the cluster simulator. Basically, the risks are took soundings from previous work,
presented in [20] and [12], but there are still remaining risks, which are manageable.

A possible risk is, the TTEthernet extension for Fibex won’t be accepted by the community
of automotive industry, because the technology has minor relevance at the moment. Where
this is in fact acceptable for my work and research, a bigger problem is the existence of real
automotive ECU specification, since these are closed documents in general. The goal is to
achieve a complete cluster simulation of a real automotive distributed system. Therefore, it
exists a dependency on real specifications.

Another problem could be the performance of the x86, RT-Linux based simulator. In reliance on
the topology, the cluster simulator has to imitate a lot of ECUs. Thus, the behavior calculation
of the ECUs can influence the real-time characteristics. If the performance is not enough
sufficient, deadlines in execution of code or transmission of frames can be missed and an
entirely simulation cannot be achieved.

Moreover, there is still no tool available to create and design TTEthernet networks. The network
description has to be created and edited manually at the moment, which is in fact very error-
prone, due the complex XML scheme.

There are also some solution ideas to overcome the presented risks. To make sure, the Fibex
extension will be accepted by all participants, the research group CoRE is currently in contact
with TTTech and it is planned to get in touch with ASAM. For another project, the group is
in contact with BWM Forschung und Technik (see [31]), where TTEthernet is compared with
Ethernet AVB. This relation could be extended to get the required ECU specifications, too.

If the execution performance or the real-time capabilities of RT-Linux are not enough sufficient,
the simulation can be adapted to run on an ARM based microcontroller with TTEthernet stack
[32, 33], or the simulation will be executed distributed where just a part runs on each simu-
lator. The architecture design allows a variable choice of the building toolchain for different
platforms.



5 Conclusion and Outlook

Finally, this section concludes and gives an outlook on future work, especially the project and
master thesis.

In this paper, an overview of the topic of my Master’s thesis was given. Additionally background
information and a determination of hardware-in-the-loop and cluster simulation were presented
in the beginning. Both approaches are used in coexistence during the development and testing
phase of an ECU. The difference between them is the stimulation and the observation of the
reaction of the DUT. While this is only achieved via the communication interface during a cluster
simulation, the stimulation via the sensors and actuators is done by using a hardware-in-the-
loop simulation. The test scenarios are based on black-box-testing method, where the test
cases are generated through specifications, in general.

The work packages were presented afterwards. The configuration of the simulator will be
done with the Fibex format, which is a quasi standard. It is a XML-based file, that supports
all automotive communication systems as extensions. Therefore, a dedicated extension for
TTEthernet has to be developed. Furthermore, a transformation function between the TTEth-
ernet network description, which is based on XML, too, and Fibex will simplify the configuration
process. The complexity reduction of the cluster simulation will be achieved considering the
connections and message scheduling between the DUT and the simulated nodes. The system
architecture consists of a configurator / analyzer, the actual simulator and the DUT.

During project 1, first theoretical and analytical work will be done regarding the Fibex format.
The implementation of the presented architecture will be aspired in project 2. A complete clus-
ter simulation of a real distributed automotive application is then performed during the Master’s
thesis.
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