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Abstract
The performance analysis and valida-
tion of distributed real-time systems
poses significant challenges due to high
accuracy requirements at the measure-
ment tools. We introduce two low cost
approaches to measure end-to-end la-
tency and jitter of time-triggered Eth-
ernet traffic, synchronization and hard-
ware precision. A software based fa-
cility applies the real-time Kernel ex-
tension for Linux and uses COTS,
whereas a hardware based approach
uses a microcontroller and a standard
workstation connected via dual port
memory.

Motivation
• Missing performance analyzer instru-
ments in tool chain

• Tools for standard Switched Ether-
net are not suitable

• Flexible and low cost tools gain im-
portance

• Verification of used network configu-
ration and hardware

Comparison
Software Hardware

Precision <10 µs <0.3 µs
Bandwidth 100 MBit/s 24 MBit/s

Cost <350 $ <1200 $

Software Based Approach

Goals

• Low cost approach using off-the-shelf
components

• Flexible and easy to use and configur-
able facility

• Synchronized packet generation of TT-
Frames
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Fig. 1: Conceptual Overview
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Fig. 2: Modified Measurement Frame

Realization

• Lowlevel based measurement→ Linux
Kernelspace

• Collecting timestamps while sending
and receiving

• RT-Linux with enhanced interrupt han-
dling

Systemtime & Timestamping

• The Kernel provides different func-
tions to access the system time

• Highest precision by using the
get cycles-function

• Frames will be modified with actual
timestamp

• Reading and storing information in
kernel space is unnecessary

Comparison TTEthernet Switch with COTS Switch

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100

110

120

130

 

 

La
te

nc
y 

 [
s]

Link utilization [ ]

 COTS max.
 COTS avg.
 COTS min.
 TTEthernet max.
 TTEthernet avg.
 TTEthernet min.

Fig. 3: Latency bounds
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Fig. 4: Latency distribution

Hardware Based Approach

Goals

• Collecting timestamps in MAC unit

• Measure the TTEthernet Network la-
tency

• Measure the real-time precision of
hardware

• Measure in synchronized network time
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Fig. 5: Scenario: Measure the real-
time precision of hardware

Realization

• Duplicate traffic with zero latency
TAPs

• Collect traffic in an ARM9 micro-
controller

• Timestamping of arrival with mini-
mum jitter

• Transfer of measurement results via
dualport memory to host PC

• Analysis of results in the synchro-
nized network time with Wireshark
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Fig. 6: Scenario: Measure the total
network latency

Measurement Use-case

−10µs +10µs

Configured arrival time in
the TTEthernet Switch

Old configured Window
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Fig. 7: Adjusting window size and position with measurementresults
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